
SLURM workload manager
Slurm is an open source, fault-tolerant, and highly scalable cluster management and job scheduling system for large and small Linux clusters.

Since January 2018 SLURM is the reference scheduler for all HPC clusters.

Documentation:
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Tutorials
Presentations
Main Website

https://slurm.schedmd.com/pdfs/summary.pdf
https://slurm.schedmd.com/rosetta.pdf
https://slurm.schedmd.com/tutorials.html
https://slurm.schedmd.com/publications.html
https://slurm.schedmd.com/
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